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HW3 Overview - Decision Trees

* Please read Piazza before finalizing homework submission to ensure you don’t lose points

* Entropy: amount of randomness in the data

* LaPlace Correction: add one smoothing to each class

* Cardinality of Hypothesis Space: number of unique decision trees

* Stopping Conditions: scenarios in which the tree does not need to or cannot be further grown

* Programming Assignment: should be a concise solution!
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Midterm Statistics

* Mean: 76.02 | Median: 77.50 | Standard Deviation: 14.69 | Maximum: 100
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Midterm Discussion

* Live Section: we will go over the midterm solutions; these cannot be recorded

* Async Section: perceptron and support vector machine from a geometric perspective

* Please check your scores on Canvas to see your initial performance

* If you are unhappy with your score, you should talk to the course staff during office hours

* Please do not panic! Usually, people are content with William’s grade assignments ^w^

* Regrades and Exam Viewing: attend office hours in the next two weeks to discuss more

* To reduce chaos, scan the QR Code to sign up for a slot during office hours

* We will be limiting office hours to 3 students each per 10 minute session

* You must bring your access card or an ID to view your exam
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Setting: The Restaurant Rating Problem

* Input: features (food taste, service quality, etc.) – 𝑥 ∈ 𝑅! ≡ 𝑋

* Output: binary label (good or bad restaurant) – 𝑦 ∈ −1, 1 ≡ 𝑌

* Given: customers reviews – 𝐷 ∶ { 𝑥", 𝑦" , … , 𝑥# , 𝑦# }

* Goal: learn relationship that models output for given input – 𝑓 ∶ 𝑋 → 𝑌
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A Simple Learning Model

* Good Restaurant if ∑$%"! 𝑤$𝑥$ > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

* Bad Restaurant if ∑$%"! 𝑤$𝑥$ < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

> Q: what does a larger versus smaller weight 𝑤$ indicate about feature 𝑥$?
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A Simple Learning Model

* Good Restaurant if ∑$%"! 𝑤$𝑥$ > 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

* Bad Restaurant if ∑$%"! 𝑤$𝑥$ < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

> Q: what does a larger versus smaller weight 𝑤$ indicate about feature 𝑥$?

* Rewrite as 𝑠𝑖𝑔𝑛(∑$%&! 𝑤$𝑥$) = 𝑠𝑖𝑔𝑛 𝑤'𝑥 ; 𝑥&= 1

> Q: how does the rewritten version integrate the threshold for the decision boundary?

* Notice that this classifier is simply a perceptron!
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The Perceptron Learning Algorithm

Idea: start with an arbitrary weight vector and try to improve it
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Does the Perceptron Update Step Make Sense? 

* Identify a misclassified example (𝑥∗, 𝑦∗) and update 𝑤 𝑡 + 1 = 𝑤 𝑡 + 𝑦∗𝑥∗
> Q: does the dimensions of the update step align?
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Does the Perceptron Update Step Make Sense? 

* Identify a misclassified example (𝑥∗, 𝑦∗) and update 𝑤 𝑡 + 1 = 𝑤 𝑡 + 𝑦∗𝑥∗
> Q: does the dimensions of the update step align?

* Recall that )!*
) *

= cos 𝑤, 𝑥 – positive when angle is less than 90 degrees

* Let’s look at the geometric interpretation for a misclassified positive example
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Does the Perceptron Update Step Make Sense? 

* Identify a misclassified example (𝑥∗, 𝑦∗) and update 𝑤 𝑡 + 1 = 𝑤 𝑡 + 𝑦∗𝑥∗
> Q: does the dimensions of the update step align?

* Recall that )!*
) *

= cos 𝑤, 𝑥 – positive when angle is less than 90 degrees

* Let’s look at the geometric interpretation for a misclassified negative example
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Convergence of a Perceptron 

* Theorem: if the input data is linearly separable, then PLA will find a satisfying solution in a 

finite number of steps. 

> At Home Exercise: prove this theorem using the Cauchy-Schwartz inequality
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Programming Exercise – Perceptron Convergence

Let’s explore the convergence of a perceptron empirically.

(1) Implement the Perceptron Learning Algorithm in Google Colab.

(2) Generate a linearly separable data set of size 20. Plot the examples as well as the target 

function f on a plane. Be sure to mark the examples from different classes differently and 

add labels to the axes of the plot.

(3) Run PLA on the dataset above. Report the number of updates needed for convergence. 

Add the final hypothesis g to the figure from (2) and comment on whether f is close to g.

(4)Repeat everything from (3) with new randomly generated datasets of size 20, 100, and 1000 

respectively and compare your results.

Alex Mei | CS 165B 



From Perceptron to SVM

> Q: given the following linear separators, which one is optimal?
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From Perceptron to SVM

> Q: given the following linear separators, which one is optimal?

* A: pick the model most robust to noise
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Defining Support Vectors

* Hyperplane ℎ = 𝑏,𝑤 separates the data means

𝑦$ 𝑤'𝑥$ + 𝑏 > 0

> Q: is the distance of a point to a hyperplane is affected by scale?
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Defining Support Vectors

* Hyperplane ℎ = 𝑏,𝑤 separates the data means:

𝑦$ 𝑤'𝑥$ + 𝑏 > 0

> Q: is the distance of a point to a hyperplane is affected by scale?

* Add additional constraint on the scale of the hyperplane:

min
$
𝑦$ 𝑤'𝑥$ + 𝑏 = 1

* Support Vectors: minima points that uniquely define the hyperplane
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Distance to a Hyperplane

* 𝑤 is normal to the hyperplane because…

𝒘𝑻 𝒙𝟐 − 𝒙𝟏 = 𝒘𝑻𝒙𝟐 −𝒘𝑻𝒙𝟏 = −𝒃 + 𝒃 = 𝟎
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Distance to a Hyperplane

* 𝑤 is normal to the hyperplane because…

𝒘𝑻 𝒙𝟐 − 𝒙𝟏 = 𝒘𝑻𝒙𝟐 −𝒘𝑻𝒙𝟏 = −𝒃 + 𝒃 = 𝟎

* 𝒙. is the orthogonal projection of 𝒙 to the hyperplane

* Distance to the hyperplane is given by 𝒙 − 𝒙. projected onto 𝒘

* Recall a projection is defined by 𝑝𝑟𝑜𝑗/ 𝑎 = 0!/
/
= 𝑎 cos(𝑎, 𝑏)

𝒅𝒊𝒔𝒕 𝒙, 𝒉 = 𝟏
𝒘

|𝒘𝑻𝒙 − 𝒘𝑻𝒙′| = 𝟏
𝒘

|𝒘𝑻𝒙 + 𝐛|
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Maximum Margin Classifier

* Margin (of a support vector):  𝛾 ℎ = 1/ 𝑤

> Q: What does a larger margin imply about model robustness?
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Maximum Margin Classifier

* Margin (of a support vector):  𝛾 ℎ = 1/ 𝑤

> Q: What does a larger margin imply about model robustness?

* Maximum Margin Objective: min
/,)

"
3
𝑤'𝑤

subject to min
$
𝑦$ 𝑤'𝑥$ + 𝑏 = 1

* Equivalent Objective: min
/,)

"
3
𝑤'𝑤

subject to 𝑦$ 𝑤'𝑥$ + 𝑏 ≥ 1

Alex Mei | CS 165B 



Closed Form SVM Solution with Quadratic Programming

* Quadratic Solver: solves min
4 ∈ 6"

"
3
𝑢'𝑄𝑢 + 𝑝'𝑢 subject to 𝐴𝑢 ≥ 𝑐

* 𝑢∗ = 𝑏∗ , 𝑤∗ ' = 𝑄𝑃(𝑄, 𝑝, 𝐴, 𝑐)

* For the primal, linear case of the hard margin SVM, use:

* SVM Inference: 𝑔 𝑥 = 𝑠𝑖𝑔𝑛(𝑤'𝑥 + 𝑏)

> At Home Exercise: reduce the hard margin objective to the quadratic programming problem
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Programming Exercise – Hard Margin SVM

Let’s explore the implementation of a primal, linear hard-margin SVM.

(1) Implement the Hard Margin SVM in Google Colab. Use the CVXOPT as the QP solver. [Note: 

the notation used in the tutorial is different from the previous slide. The (Q, p, A, c) notation 

corresponds to (P, q, G, h) in the tutorial.]

(2) Use random datasets (X, y) as input to your algorithm and vary the sample size and feature 

dimensionality. Investigate how time costs grow as you increase the sample size (while the 

dimensionality is fixed) and as you increase the dimensionality (while the sample size is 

fixed). Is your algorithm efficient?
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https://cvxopt.org/
http://cvxopt.org/userguide/coneprog.html
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