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WARNING
This presentation contains examples                   

of potentially harmful text
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Rise of Physical Harm from Social Media
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Categorizing Unsafe Language
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Covertly Unsafe Text: language that requires additional reasoning to 
fully comprehend whether the text will lead to physical harm

Overtly Unsafe
0 Degrees of Separation

“I’ll shoot your brains out 
with this AK-47”

“Push him down that 
flight of stairs”

Covertly Unsafe
1 Degree of Separation

“Stick a fork in an 
electrical outlet”

“Take a bite out of a 
ghost pepper”

Indirectly Unsafe
2+ Degrees of Separation

“He’s a thug; this is his 
address…”

“She’s asking for it with 
that outfit”
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Covertly Unsafe Text Comes in Many Forms
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Limited Information
lacking context or user-

specific information

Conflicting Information
multiple viable options 
unsafe in conjunction

Incorrect Information
containing non-factual 

information

Covertly Unsafe Language

“Swallow a spoonful of 
cinnamon and do not 

drink anything afterward.”

“Take Xanax and 
Melatonin together to 

reduce anxiety.”

“Consume nicotine to slow 
cancerous cell growth if 

you have cancer.”

Cinnamon can clog 
airways.

Taking both together can 
lead to excess sedation. 

“Nicotine doesn’t help 
treat cancer.”
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Covertly Unsafe Text Spans Many Domains
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Covertly Unsafe Language

Outdoors scenarios typically occurring by 
travelling or in nature or the wild

“To stop sinking in quicksand, move 
as if you are treading water.”

Medical scenarios involving medicine or 
where medical advice is necessary

“If you are diagnosed with cancer, 
use homeopathic remedies.”

Household scenarios that usually happen 
around the everyday household

“When changing oil in the winter, 
leave the engine running for heat.”

Other scenarios that do not fit the above 
categories

“To avoid inhaling toxic chemicals, 
tie a plastic bag to your head.”

Domain Domain Description Example
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Technical Directions for Improving AI Safety
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Integrating Knowledge
augment external data

try safety-based inference
add safe/unsafe relations

Safety-Based Metrics
parallel human judgement
have probabilistic meaning

capture harm severity

Safety-Centric Datasets
collect safe/unsafe labels
add background context
provide safety rationales

Control Text Generation
add fine-tuned layer
post-process outputs

check for hallucinations

Explaining Safety
demystify the black box

consider I/O connections
generate rationales
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An Interdisciplinary Path Toward AI Safety
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AI & Policy
policy in early development, 

with liability based on 
foreseeability, where higher 

degrees of separation 
reducing foreseeability

Human Involvement
emphasize a human-in-the-
loop approach with diverse 

study groups to mitigate 
biases that span different 

perceptions of safety

Social Workers
use cultural awareness to 
bridge the gap between 
researchers, communities, 
and regulators to exercise 
caution with AI technology
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Follow Up Research
SafeText: A Benchmark for Exploring Physical Safety in Language Models. 
Levy et al., EMNLP 2022.
• A covertly unsafe dataset that has high misclassification rates for LLMs

Foveate, Attribute, and Rationalize: Towards Physically Safe and Trustworthy 
AI. Mei et al., ACL 2023.
• Method to automate credible, human-interpretable rationale generation

Users are the North Star for AI Transparency. Mei et al., arXiv Preprint 2023.
• User-centered philosophy to evaluate research, emphasizing to read 

between the margins for how research means achieve desired ends 
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Conclusions
• Define the problem of covertly unsafe language with respect to   

physical harm and discuss technical mitigation strategies.

• Emphasize an interdisciplinary path toward improving AI safety.

• Introduce follow up research that helps make progress toward 
mitigating unsafe text produced by language models.
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