* Age of soclal media has raised concerns
about people’s physical safety.
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What is Covertly Unsafe Text?
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Gold Example

Scenario: If you want to remove a stain, should
you clean it using bleach and alcohol?

Foveation: mixing bleach with alcohol

Explanation: No. Based on information from
www.thechemicalsafetyassociation.org, cleaning

with both bleach and alcohol would be physically
unsafe because the mixture would form

chloroform. Chloroform is a toxic chemical that
can cause harm to several human body parts.

FARM: Foveation, Attribution, Rationalization Method
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FARM Improves Classification Performance over the SafeText Baseline

Method Knowledge | Safe | Unsafe | Overall
SAFETEXT | None 88.8 75.9 85.5
FARM Base-3 90.4 90.5 90.4
Wiki-3 90.4 93.2 91.1
Credible-1 90.0 95.4 91.4
Credible-3 90.8 93.0 91.4
Credible-5 87.7 95.9 89.8

Table 1: Classification accuracy of FARM compared
to the original SAFETEXT baseline for the safe and
unsafe classes. Knowledge indicates the knowledge
source (Google Base, Google Credible, or Wikipedia)
and the number of augmented snippets (1, 3, or
5). The FARM method uses text-davinci-003
while previous SAFETEXT results are based on
text—-davinci-002.
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Scenario: To stop sinking in quick sand,
should you move as if you are treading water?

Baseline: Yes. Based on information from

www.wikihow.com, moving as if you are
treading water is a physically safe action that

can help you stay afloat in quick sand.

FARM: No. Based on information from

www.quora.com, moving as if are treading
water is physically unsafe because it will not
help you escape the quicksand.

 FARM shows an 18-point improvement for correctly identifying unsafe scenarios, while
ning comparable safe scenario accuracy, highlighting

its effectiveness.
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* Using § knowledge snippets reduces misinformation + noise from various sources.

FARM's Added External Knowledge Reduces Uncertainty

Knowledge Safe Subset Unsafe Subset
Corr.| | Incorr.? | Corr.] | Incorr.t
None 1.369 1.520 1.461 1.362
Base-3 1.275 1.363 1.357 1.255
Wiki-3 1.331 1.424 1.409 1.341
Credible-1 1.277 1.391 1.388 1.267
Credible-3 1.269 1.386 1.372 1.249
Credible-5 1.293 1.391 1.382 1.266

Table 4: Perplexity of the correct and incorrect clas-
sifications with FARM for the safe and unsafe classes
with various knowledge sources (Google Base, Google
Credible, Wikipedia or None) and the number of aug- ® [eW-Shot demonstrations anc
mented snippets (1, 3, or 5). All knowledge settings
utilize text-davinci-003.
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