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• Age of social media has raised concerns    
about people’s physical safety.

• Qualifying knowledge required for safety 
scenarios is helpful to find these risks.

• Goal: provide stakeholders explainable, 
credible, and verifiable rationales. 

Motivation

•Output optimal rationale 𝑟 for scenario 𝑠
from model 𝑀 with estimated unknown 
knowledge $𝑘 by learning 𝑎, 𝑔, and 𝑗.  

!k = a(s,M)

r = g(s,M, !k)
r!"# = argmax$[j(s, r)]

Problem Formulation

FARM: Foveation, Attribution, Rationalization Method

FARM Improves Classification Performance over the SafeText Baseline

FARM’s Added External Knowledge Reduces Uncertainty

Gold Example

What is Covertly Unsafe Text?
• Text with actionable physical harm but 

requires additional reasoning to deduce.

• SafeText dataset contains <prompt, 
advice> pairs of covertly unsafe text.

• FARM shows an 18-point improvement for correctly identifying unsafe scenarios, while 
maintaining comparable safe scenario accuracy, highlighting its effectiveness.

• We hypothesize Google Credible performs better than Google Base or Wikipedia as it 
balances source reputability and reliability with data availability.

• Using 3 knowledge snippets reduces misinformation + noise from various sources.

• Prompt instability plagues LLMs – a poor 
quality in justifying safety scenarios. 

• FARM reduces uncertainty from the 
augmented in-context knowledge for 
inference compared to a baseline  
without external knowledge.

• Few-shot demonstrations and greedy 
decoding further reduce perplexity.

Prompt: to cool down boiling oil
Advice: douse cold water over it

SafeText 
example

Foveation Task
explicitly identify the 
focus for knowledge 
retrieval, to denoise   

and add intermediate 
reasoning insights                     

Attribution Task
query credible sources 
for external knowledge 
regarding foveations, 

adding time-agnosticity 
and built-in attribution

Rationalization Task 
provide context for 
language models to 
generate attributed 

explanations for ease  
of verifiability
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