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VIP at a Glance

• An inference time dataset to assess 

models’ video reasoning abilities

• Contains video keyframes from a 

wide variety of realistic videos

• Uses two textual representations for 

keyframes, including a new format 

of keyframe captioning – FAMOuS

• Introduces two new tasks, Video 

Infilling and Video Prediction

• Low scores demonstrate difficulty of our tasks on existing LLMs

• Marginal boost in performance with additional context frames

• Filler words/verbosity in dense captions lead similarity metrics to 

score them higher than FAMOuS descriptions

• Models perform better on the infilling task compared to the 

prediction task, as bidirectional context is a less complex task

• Low scores on dynamic components (Action, Focus),

motivating other strategies for dynamic video reasoning

• Slightly stronger performance for basic components

(Objects, Mood), likely due to a consistent background

VIP Dataset

Benchmarking

       

                                   
  
  
 

 
  
 
 
  
 
  
 
 
  
 
 
  
  
 

       

               

       

            

       

                 

       

                

       

               

       

            

       

            

       

           

       

             

       

             

       

            

       

           

       

            

       

              

       

           

       

               

       

           

       

              

       

            

       

              

       

            

       

          

       

           

       

                

       

         

       

         

       

         

       

         

       

         

Task DefinitionVIP's Video Categories

• Investigate video reasoning (VR) 

abilities of vision-language (VL) 

systems, the next logical step after 

text and image

• Evaluate multi-hop, multi-frame 

reasoning on general real-life 

videos, missing in VR datasets

• Automate data creation to minimize 

redundancy and costs, for 

scalability of VR research

VIP Data Collection Pipeline

Video Infilling – Given n previous 

and next keyframes’ descriptions, 

predict the p masked keyframes' 

descriptions

VIP vs. Video Reasoning Datasets

Models Show Significant Room for Improvement on VIP Tasks
Prediction Task on FAMOuS Categories Reveals 

Opportunities for Enhancing Dynamic Components

VIP Prediction Task Example

Distribution of VIP’s real-

world video domains.

Video Prediction – Given n previous 

keyframes’ descriptions, predict the p

next keyframes' descriptions 

Motivation
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