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Motivation VIP at a Glance

* Investigate video reasoning (VR) An inference time dataset to assess
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abilities of vision-language (VL) models’ video reasoning abilities

* Contains video keyframes from a
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systems, the next logical step after

text and image wide variety of realistic videos

Unstructured Dense Captions
In a dense forest, a man is preparing to cut down a Christmas tree, °
creating a mood of anticipation. The man, wearing appropriate

protective gear, holds a chainsaw, ready to act. The scene is marked by

the contrast between the excitement of upcoming Christmas
celebrations and the focus of cutting down the tree. Key elements in

the scene, including the man, the chainsaw, the trees, and the brown
dirt, contribute to this poignant snapshot of the holiday season,
highlighting the intersection of tradition and respect for nature.

Structured Scemﬁ)escriptions (FAMOuS)
Focus: Man holding a chainsaw preparing to cut
down the Christmas tree
Action: Man getting ready to fell tree
Mood: Anticipation
Objects: Man, chainsaw, trees in the forest,
brown dirt
Setting: In the forest among trees with brown
dirt on the ground

* Evaluate multi-hop, multi-frame Uses two textual representations for

reasoning on general real-life keyframes, including a new format

videos, missing in VR datasets of keyframe captioning — FAMOUuUS

* Avutomate data creation to minimize * Introduces two new tasks, Video

redundancy and costs, for Infilling and Video Prediction

scalability of VR research

VIP Data Collection Pipeline

_ Object Detection Model — Object list @ Object Detection Model — [ Inputs: GPTA Unsiueuied Bense Cmlan
Keyframe Extraction & ' P Confidence Scores @ @@@@@ — — , P
— Pruning — I Dense Caption Model — Dense Captions of Objects (2 Dense Caption Model )
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1. Converting video to keyframes 2. Extracting Information from each keyframe 3. Extracting Grounding Information 4. Generating Scene Descriptions for each keyframe

Key: Generated textual representations of keyframes Intermediate Output Model Inputs
VIP Dataset
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VIP's Video Categories VIP vs. Video Reasoning Datasets Task Definition
Hobbies & . .
Leisure Dataset Frame Structured Domain Vid. Len. Cap. Len. Test Samples Video |nf|”|ng — Given N previous
Food & Drink MSR-VTT X X Open 20.7s 9.6 3K y . e
S VonCooks v v Cooking - o6m o 3 oK and next keyframes’ descriptions,
Industrial ActyNet-Cap X X Open 2m 13.5 oK predict the p masked keyframes'
Pets & HowTol00M X X Instructional 18s 4 24K o
Animals VATEX X X Open 10s 15.2 6K descriptions
Travel VideoStory v X Events 12.6m 12.1 16
Autos & WebVid-2M X X Open 18s 12 oK | Goal: infill p keyframes
Vehicles VIP v v Open 3.6m 114.2 1.5K | |
Home & |
Garden Previous n
Jobs & keyframes ? ? ? Next n
Education - keyframes
Law & _ ||
Government |

Sports

VIP Prediction Task Example
Ground Truth GPT-4’s Prediction

People &
Society

Original Keyframe
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Reference

Video Prediction — Given n previous

Focus: Woman and young boy
Action: Engaged in a learning activity,

Focus: Woman beckte-teaptep
Action: Woman #urning-beaclkte-her

leptop-emd-ceontinvestyping

Science

keyframes’ descriptions, predict the p

woman helping the boy with

Games hool k ' o g
i;ozz-wxqrm nurturing, supportive Mood: Focused, determined next keyfrdmes deSCI’I p’rlons
Health o ! 9 SUPPOTT Obijects: Leptop, table, black-metel
Obijects: Brown wooden table, piece ,
) , , , cherirs, posters, black computer .
Real Estate of paper, pencil, white shirt, white t- Goal: predict p keyframes

monitor, TV -
Setting: Workspace or study area

shirt
Setting: Comfortable learning space
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Distribution of VIP’s real- B
world video domains.

Benchmarking
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Models Show Significant Room for Improvement on VIP Tasks Prediction Task on FAMOuS Categories Reveals

Opportunities for Enhancing Dynamic Components

Infilling-1 Infilling-2 Prediction-1 Prediction—-2

Metric Model 30
FAMOuS Dense FAMOuS Dense FAMOuS Dense FAMOuS Dense — o
GPT-4 17.34 24.92 18.44 25.25 15.52 23.31 16.66 25.22 N T R R A 0 N GPT-3
ROUGE; GPT-3 17.83 26.26 19.34 25.50 16.39 08.43 17.20 25.96 HEm ViCUNA
VICUNA 17.37 25.34 18.85 26.69 15.86 2375 16.59 25.88 @
— 20 R
GPT-4 18.61 24.81 19.66 25.67 16.24 20.57 17.24 24.79 S
BERTSCORE GPT-3 18.20 26.24 19.56 23.10 16.60 29.96 17.24 23.47 ‘il’
VICUNA 17.67 24.07 18.98 28.14 15.80 19.76 16.68 24 .34 T B
GPT-4 53.05 58.53 53.87 58.22 50.57 53.55 51.54 57.06 %
SENTENCEBERT GPT-3 52.95 58.54 54.57 55.69 51.04 59.83 51.81 53.99 8 a0 = N ..
VICUNA  52.19 54.66 53.33 58.80 50.40 51.86 50.96 54.86
5_ ___________________________________________________________________________________
* Low scores demonstrate difficulty of our tasks on existing LLMs

* Marginal boost in performance with additional context frames

* Filler words/verbosity in dense captions lead similarity metrics to

score them higher than FAMOuS descriptions
* Models perform better on the infilling task compared to the

prediction task, as bidirectional context is a less complex task
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* Low scores on dynamic components (Action, Focus),

motivating other strategies for dynamic video reasoning

* Slightly stronger performance for basic components

(Objects, Mood), likely due to a consistent background
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